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1 INTRODUCTION

Alongside the input of data or text [37], one frequent target of research innovation is command selection [36]. Alongside
menus and buttons [10], researchers have explored how best to access command shortcuts [27], how to design command
gestures [34, 36], and how to leverage rehearsal [17, 22] and cross-modal learning [18, 40] to support rich, rapid
command selection.

Head-Mounted Displays (HMDs) that create virtual reality (VR) environments present unique challenges for command
selection. Because the user is visually engaged with an immersive scene in which they are embedded, we would argue
that, as in, e.g., computer displays [22], SmartTvs [40], and Head-Mounted Displays (HMDs) [37], there is a benefit to a
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user not needing to view and interact with a user interface, i.e. to support command input in an “eyes-free” manner
[40]. Researchers have long suggested that the display of a user interface introduces visual disruption and slows user
input due to the time taken to display the interface, the time taken to process the visual disruption of the display, and
the time taken to visually acquire targets [22, 27]. To eliminate the cost of interface display, researchers have looked at
various techniques to support input without the need to display an interface [18, 27, 40]. One of the most common
techniques to support input in the absence of a displayed interface is rehearsal-based learning, a technique for skilled
command selection first introduced by Kurtenbach in his work on Marking Menus [22]. Various researchers have
employed rehearsal-based learning to support eyes-free command selection [6, 16].

In this paper, we introduce VRLin (see Figure ), a command selection technique that leverages wrist rotation to
support rehearsal-based input in VR systems rendered with HMDs. Via the sequential selection of angular pie menu
segments, a rich command set can be displayed to the end user. Through rehearsal, the end-user can move from
visual-search-and-select menu input to proprioceptive angle matching, with the goal that command selection naturally
moves from visual targeting of menu items to, through learning, expert command activation via muscular memory,
without visual display of an interface. VRLin is possible in both unimanual and bimanual variants.

To create VRLin, this paper describes three studies: a pilot study that assesses typical wrist rotation ranges when
leveraging a VR Controller; a formative assessment of rotational precision that demonstrates that users can accurately
target up to seven rotational pie segments using proprioception alone (i.e. “eyes-free”) with both dominant and non-
dominant hand; and a design review study that assesses VRLin’s unimanual and bimanual variants against a traditional
pointing-based menu selection technique and a non-dominant hand palette-based command selection technique [35]. In
our design review study, we found that users could accurately input commands in VRLin, that, with minimal training,
they achieved high accuracy, and that early design review from users familiar with VR-based command selection argue
for the potential of this technique.

The remainder of this paper is organized as follows. We first examine related work in VR-based command selection,
related command selection techniques focused on those that leverage rotation, and rehearsal-based learning. Next,
we describe both the design of VRLin and results from our formative and first use studies. We conclude by arguing
that VRLin represents an effective mechanism to support proprioceptive command selection in immersive virtual
environments.

2 RELATEDWORK

2.1 VR Command Selection Research

Alongside direct manipulation of the environment, a common need in virtual environments involves selecting commands.
In modern commercial systems, it is common for VR-based systems to support command selection by displaying a
command palette in front of the user and allowing the user to target individual widgets, a type of floating toolbar. For
example, tutorials on creating user interfaces using Unity leverage the UIHelper prefab to support ray casting to control
pointer position coupled with UI Canvases to render clickable widgets.

By far the most common command selection technique in commercial VR application design leverages the linear
panel menus described in the aforementioned tutorial, but other styles of interaction have been explored over the past
few decades [13]. Specifically considering pie menus, the menu design adopted by VRLin, there are several variants of
hierarchical pie menus for 3D virtual environments [14, 21, 32] . Azai et al. introduced a on-body hierarchical menu
in mixed reality [5], where menus are projected on the forearm. They include a rotation-based interaction; however,
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their rotation-based interaction involves using one hand to rotate the menu on the other arm, as one would rotate a
bracelet. Monteiro et al. explored the performance of radial and panel menus with two placement (fixed on wall or on
hand) in VR and found that a traditional panel menu with a fixed wall placement performs better than others; their
technique employed a round touchpad for radial selection [28]. Santos et al discovered that selection time on radial
menus is faster than linear menus with raycast interaction, where one uses a directional mark (as in marking menus
[22]) to access menu items. While many such techniques exist, none specifically explore the effectiveness of sequential
unimanual and bimanual wrist rotation to hierarchically arrange and access commands.

2.2 Related Bi-manual and Rotational Command Selection

Alongside the above techniques, there exists work in bi-manual interaction, both asynchronous bi-manual interaction
[15] and synchronous bi-manual interaction [24]. As one example recent work on asymmetric bi-manual gestural
interaction leverages left hand gestures to determine input mode and right hand actions to point/provide input [25].
As well, wrist rotation has been explored more generally in human motor control research, and it is known that
rotational targeting rotational wrist positions follows Fitts’s Law (confirmed initially by [12] with hand unencumbered
and replicated by [11]). Wrist rotation has been proposed in mobile interaction as a motion gesture to control a
smartwatch [11], an interaction leveraged by several other researchers in designing systems for interaction within
two-dimensional and three-dimensional spaces (e.g. [20, 31]. Finally, in the domain of smartphone input, wrist rotation
has been used to define a motion gesture that can act as a gestural delimiter [34] and wrist rotation motion gestures
have been commercially adopted by Motorolla smartphones as the MotoAction to invoke the camera app. As well, the
TWuiST system [29] uses proprioceptive displacement of a smartphone, including wrist rotation, for smartphone-based
interaction, and Crossnan et al. [11] studies the use of wrist rotation for command selection in sitting and walking
mobile contexts.

2.3 Rehearsal-based Interfaces

As user’s develop expertise in command access via menu systems, users move from behavior characterized by reading
commands to remembering where commands are and moving semi-automatically toward the commands’ recalled
position [10]. This process, rehearsal-based learning [10, 17, 22, 27], has been frequently leveraged in interfaces to
support novice-to-practiced behavioral transitions. Furthermore, if interfaces can be designed such that users can
physically locate commands via proprioception [16, 22, 33], users can access commands without any need to visually
display menus or command widgets.

A large body of research has been done in Rehearsal-based Interfaces. Marking menus and their derivatives [7, 22,
38, 39] use the angle of strokes to invoke commands. Rehearsal-based input has also been explored in the context of
touch-based input. As one example, Gutwin et al. [16] (on touch tablets) and Lafreniere et al. [23] (on touchscreen
watches) designed a rapid command selection technique (FastTap) which allows users to select commands with a single
quick thumb-and-finger tap. After learning the spatial location of items an expert mode was introduced to support
eyes-free interaction. Rehearsal-based learning has also been used in hand pose input to support expert level input.
As one example, Bailly et al. introduced a bimanual command selection technique using finger count of two hands
to select commands on two-level menus [6, 8]. Finally, visual feedback mechanisms have been used to teach users to
perform gestures more accurately by guiding them toward the correct movements, another form of rehearsal-based
training [19].
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2.4 Eyes-Free Input

The term “eyes-free” is one that is overloaded in the research literature. In some cases, “eyes-free” implies that no UI is
displayed for the user [22]. In others, interface and/or feedback elements are displayed, but not on the input device [40].
In both cases, there exists benefit for the user – not needing to visually acquire an interface can preserve immersion
in application interaction, can reduce visual disruption, and can avoid costly video updates [22], and not needing to
switch focus between screens can preserve user focus on their primary task [30, 37].

In our work, we primarily adopt the first definition of “eyes-free”, i.e. input where the interface – in our case a
command selection palette – is accessed by the user without being visually instantiated on the display. To achieve this
level of input, users must leverage proprioceptive mechanisms to perform appropriate actions [22]. This proprioceptive
input must be trained, but, once trained, can support rapid, accurate command invocation [22, 23, 27].

3 VRLIN

3.1 Motivation

Our initial motivation to explore sequential, rotation-based command access in VR was based upon what we perceive
to be, based on our exploration of related work, an obvious and significant gap in VR-based command access. Because
VR leverages hand-held controllers, and because of the scale of the virtual environment, command selection using
panel menus means that these menus must be placed in the visual world. The designer is presented with two options:
make them large and/or proximal to the user, speeding targeting via Fitts’s Law but hiding a significant amount of
content, or shrink them within the environment to preserve visual immersion, but at the cost of more difficult targeting.
This initial observation gave rise to our interest in rotation-based menus, because, even in the case where menus are
displayed visually to the user, it is angular tolerance that defines complexity of the targeting task [12]. Therefore, the
menus can be “visually small” within the VR environment – to preserve, as much as possible, the visual immersion
within the space – without increasing the “difficulty” of the targeting task. Furthermore, as users develop expertise,
because users are aware of the relative rotation of their wrist, commands can be invoked without visual feedback, using
proprioception, allowing the menus to shrink further or, even, vanish entirely, thus avoiding visual disruption of the
virtual environment [22].

In our initial explorations of command selection in VR, one aspect that we noted for many VR-based command
selection techniques is that command selection was almost universally uni-manual. Even bi-manual techniques [9]
typically used one hand, the non-dominant hand, as a marker for command selection, i.e. a spatial referent to position
the palette, and then subsequent command selection actions are performed via the dominant hand. However, based on
our informal observations, it is also the case that command selection rarely interleaves, in time, with another user action.
Users, always in our observations, select commands, and then perform actions. Given the presence of two-controllers,
one additional question we posed was whether there might exist advantages to bi-manual command selection [24].

It was these initial observations that motivated our research question within VR-based command selection: Could
we design a symmetric, proprioceptive command selection mechanism in VR? Should it be uni-manual or bi-manual?
What range of rotation would be comfortable? How many commands could be supported? With these questions in
mind, and inspired by past research in marking menus and rehearsal-based interfaces, we designed VRLin.
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3.2 Description

VRLin is a multi-level, sequential, rotation-based, in-air menu system that supports proprioceptive feedback and
rehearsal-based learning. Figure demonstrates how VRLin implements these principles. In this Figure, we see the
bimanual variant of VRLin; the unimanual variant is similar, but leverages only one hand to perform command selections.

While multi-level, sequentially-activated, and rotational command selection approaches have all been explored in VR,
to the best of our knowledge their combination, as realized in VRLin, is unique. To select a command in VRLin, users
rotate the controller to a specific angle, then select that angle. Potentially (bimanual) switching hands, they perform
the same rotation-based command selection to activate a sub-menu command. Note that, while the act of selecting is
sequential, in the bimanual condition participants are free to parallelize the rotation of non-dominant and dominant
hand to perform menu -> sub-menu selections. Menus can be of arbitrary depth.

Alongside command activation, VRLin’s menu layout preserves spatial positioning of menus and submenus. Thus, as
in marking menus, users begin to gradually learn the placement of the menus, i.e. the rotation angle that is required to
select commands.

While novice users require the visual representation of the menu, as users acquire expertise through rehearsal-based
learning [22], they begin to memorize the physical rotation of controllers needed to activate commands. To limit visual
disruption and GPU cycles required for menu display [17, 22], VRLin’s visual presentation of command selection exists
in two modes: menu mode and auto mode. Menu mode is geared toward users who are not yet expert with the system.
Users press an assigned button on the controller and a pie menu appears in air about 1 meter from the users’ eyes,
parallel with their field of view. They rotate the wrist to the ideal angle using visual feedback and release the button to
select on this level. Depending on the number of levels of the menu they wish to access, they continue to rotate and
release to select the item. There is a delay of 250ms [22] for the menu of each level to be visible after pressing.

When users are familiar with some items, they can rotate quickly without visual feedback, which is the autonomic
mode of this technique. Auto mode and menu mode can be interleaved between menu levels; for example, when the
user is familiar with where to fast select in the first level, they can quickly press and release without waiting for the
visual feedback, then use menu mode to carefully go through the items on the second level and select from among them.

Given the potential of bimanual parallelization for VRLin’s bimanual variant, two add additional forgiveness options
were implemented in bi-manual auto mode. First, the user can press the ND controller button to select items on the
first level and enter the second level without releasing the NDH controller button, thus overlapping bi-manual actions.
Secondly, if initiating hand is fixed (e.g. always start with NDH as in Figure ), to overcome the issue that the order of
button pressing may be reversed in expert mode (pressing the DH controller first and then NDH controller in a very
short period of time, for example, when the inverse should have been the case), a tolerance of 250ms was included
in bi-manual VRLin. If, for example, the DH was mistakenly pressed and released less than 250ms ahead of NDH,
bi-manual ordering can be adjusted to the correct sequence of actions, thus allowing enhanced temporal overlap of
bi-manual actions.

4 PILOT STUDY

We conducted a series of pilot tests with an Oculus Rift and its two VR controllers to tune parameters. First, beginning
with rotation angle, we use the controller handle angle to determine rotation. Controllers are held and rotated in the
z-plane (see Figure 1) relative to the user (x is horizontal, y is vertical, z is depth). We chose this orientation because, if
the participants in our pilot study pushed the front of the controller forward so the handles were more parallel with the
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Fig. 1. To perform rotations in VRLin, users hold the controls vertically (handles at right angle to horizontal), as position that
maximizes user comfort (a)(b). If users push the controller forward (handles parallel to the ground) (c) or pull back (d), participants
experienced significantly more discomfort and their range of motion was limited. To guide users to the correct controller orientation,
we used a halo which became increasingly transparent

z-axis (user-relative) or if they pulled back to position controllers more parallel the z-axis, it became much more difficult
to rotation the wrist (i.e. observed rotational range was reduced) 1. Figure 1 demonstrates this controller configuration.
To guide the user to the correct orientation of the controller, we used an alpha-blended halo which became increasingly
transparent as the user tilted the controllers out of the z-plane. As users gained experience with VRLin, and moved to
auto mode, they had little problem maintaining an upright controller posture during command invocation.

Alongside mechanisms for guiding visual perception, we also explored the angular range of participant motion for
menu invocation during our pilot tests. Participants were asked to move the controller through angles in the z-plane
by rotating their wrists (pronation/supination of the wrist). Assuming that an angle of zero degrees is parallel to the
ground in the z-plane and ninety degrees is vertical in the z-plane, we found an angular span of at least -25 degrees
(controller head points downward to ground relative to handle at 25 degrees) to 150 degrees of movement for all of
our participants with reasonable comfort of movement through this range. Note that participants could all exceed this
range, but, because comfort was reduced, we used this range of motion to ensure that participants would not experience
any undue discomfort with command activation. Any movement that exceeds this range is simply mapped onto the
target located at the respective comfortable extremity of movement (movements beyond -25 degrees are mapped to -25
degrees and beyond 150 degrees are mapped back to 150 degrees respectively.

In the following two sections, we describe two studies of VRLin. The first study explores the number of targets
participants can access using proprioceptive feedback. The second study presents a first-use evaluation of VRLin.

5 STUDY 1: DETERMINING MENU LAYOUT CARDINALITY

Initial work by Crossan et al. [11] in rotation-based input suggests target sizes of 9𝑜 can be accurately acquired by the
user, but it became clear in their experimental set-up (see Section 3 of [11]) that, while their goal was to eventually
support eyes-free input, they leveraged visual feedback and allowed users to calibrate their input to determine what the

1Note that this aspect of wrist rotation – the collision between smooth pronation/supination movement and flexion/extension/Radial-Ulnar Deviation – is
a known result from human motor control [11, 12, 29]. The primary cause of this difficulty is that flexion/extension/Radial-Ulnar Deviation both restricts
forearm rotation at the elbow and interferes with axis-aligned wrist rotation along the wrist-hand axis.
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tolerance was for eyes-engaged (non-proprioceptive) targeting. Visual monitoring resulted in movement times of 1.5s or
more for target acquisition because their experimental design prioritized precision rather than eyes-free proprioception.

As we noted in our design of VRLin, our goal was to create a multi-level, sequential, rotation-based, in-air menu
system that supports proprioceptive feedback and rehearsal-based learning. By design, VRLin’s circular arrangement of
sequential menus achieves many of these goals. However, supporting rehearsal-based learning through proprioceptive
feedback requires some tuning. In this section, we describe a study that determines the number of items that can be
reliably distinguished via proprioceptive feedback for both the dominant and non-dominant hands.

Recall that proprioception is an awareness of body position and movement [33]. This awareness of position and
movement is important in motor planning because we do not need to attend to our body or to visually locate our hands,
feet, and other body parts, to know where our limbs are positioned in the world relative to one another, to know how
our bodies are moving, and to change body parts’ relative direction of movement to achieve a desired configuration of
our body. Specifically in the context of VRLin, we can know – without looking – the rotation of a controller we are
holding simply via this proprioceptive awareness. We are also naturally aware of our head position relative to our feet,
allowing us to define up and down relative to our bodies and relative to gravity. Controllers capture orientation using
gravity sensors, and it is this awareness of relative positioning, i.e. this proprioception, and the pervasive presence of
gravitational feedback captured by controllers, that we leverage in VRLin.

However, proprioceptive awareness of body position does not imply an unlimited ability to acquire an infinite
number of targets via wrist rotation. Due to neurophysiological noise [33], i.e. imprecision in our ability to repeatedly
place our limbs in an identical position, and due to imprecision in spatial estimation, there is a range of accuracy
associated with any human motor control task. In the context of other rehearsal-based interfaces, such as marking
menus [22], we are already aware of this constraint on target packing; it is used to limit the number of different targets
per level of the marking menu, such that the menu is structured in hierarchical fashion. However, we are aware of
no research that specifically explores the number of targets that can be accurately acquired in a rotational menu that
leverages only proprioceptive feedback.

Given the above observations, the goal of this study is to find an appropriate menu layout that provides the most
items with acceptable accuracy and speed for both the dominant (DH) and non-dominant (NDH) hands. Based on the
approximate human ability in rotating their wrist from our pilot study, different numbers of items from 4 to 11 were
tested within range of movement. Our goal was to maximize the number of items per menu level (cardinality) while
preserving high accuracy (i.e. near perfect targeting ability using only proprioceptive feedback).

5.1 Participants and apparatus

We recruited 6 participants aged between 22 and 26 from a local university. All of them were right-handed.
The study was conducted on an Oculus Rift S with the Unity 2019.3.8f1 game engine running on a high-end Windows

10 PC (3.6GHz Intel i7-6850K CPU,GeForce GTX 1080 GPU). Custom software was constructed to prompt the user to
perform rotational targeting tasks. Figure 3 shows the configuration of the interface for one trial during our experiment.

5.2 Study Design

5.2.1 Instructions. Participants were first asked to read a consent form describing the study purpose and procedure.
They were then fitted with a VR headset, were asked to imagine a plane on the controller parallel to their body and
vertical to the ground. Participants were instructed to rotate the controllers on that plane with their wrist. As per our
pilot study, a transparent halo was used to guide users to the correct controller orientation.
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5.2.2 Experiment. The experiment was a six-condition (number of targets) by two-factor (visual versus proprioceptive
feedback) within subject design where condition was number of targets displayed to the participant. Participants began
with a warm-up/training block that had 13 target positions that they were asked to acquire in random order (Table 1).
Visual feedback was provided during warm-up.

Fig. 2. The setup for Study 1. The participant is rotating the controller with his non-dominant hand to select items.

After the warm-up condition, participants completed the six experimental conditions in an order determined via a
Latin Square. There were four blocks in each condition and all items were selected once, in random order in each block.
The items were were labeled with the angle from the target angle to horizontal as shown in Figure3. A text prompt
indicated which item to select. The first two blocks of each condition were a with-visual-feedback task; in these blocks,
the controllers and items including names and bars were visible. The second two blocks included no-visual-feedback of
controller angle or target location; only the text prompt was shown in the VR scene. The conditions are listed in Table
1. Half of the participants started all of the task with the DH and the rest started with the NDH. Initial handedness had
no impact on results.

In summary, 2 handedness * 4 blocks (2 with-visual-feedback + 2 no-visual-feedback) * (4+5+6+7+9+11) positions * 9
participants = 3024 data points were collected.

5.2.3 Measures. As this was a formative study to measure design factors for VRLin, we did not have formal hypotheses.
We captured accuracy (angular error rate using most proximal angle to selected target) and task completion time from
prompt to selection of angle.
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Fig. 3. Experiment platform design for study 1. Participants need to rotate the controller to select the prompt item (blue text, 30.0° in
this case). The yellow halo visualizes the current angle and deviation from the required plane by changing the transparency of the arc.

Table 1. Conditions of Study 1

condition angles

warm-up -25, -12.5, 0, 15, 22.5, 30, 45, 60, 67.5, 75,
90, 120, 150

4-item -25, 0, 90, 150
5-item -25, 0, 45, 90, 150
6-item -25, 0, 30, 60, 90, 150
7-item -25, 0, 22.5, 45, 67.5, 90, 150
9-item -25, 0, 15, 30, 45, 60, 75, 90, 150
11-item -25, -12.5, 0, 15, 30, 45, 60, 75, 90, 120, 150

5.3 Results

We removed 54 outlier data points (1.8%) due to long task completion times; long task completion times were typically
a result of tracking or display issues. We used a repeated measures two-way ANOVA with "handedness" and "menu
layout" as independent variable to highlight significant differences between groups.

The primary goal of this experiment is to tune our menu layout for proprioceptive feedback. Given this, we are
particularly interested in eyes-free accuracy, where participants rely on proprioception to determine target location.
If participants can accurately leverage proprioceptive feedback, this implies an ability to target without relying on a
visual depiction of menu. As a result, we focus primarily on the final two blocks for each condition for each hand in our
formative experiment, i.e. the blocks with no visual feedback.

5.4 Input Accuracy

Figure 4 shows user performance for input accuracy for no-visual-feedback task. A repeated measures ANOVA showed
significant effect of both handedness (𝐹1,8 = 36.47,p<.01) and menu layout (𝐹5,40 = 72.5, p<.001). There was no significant
interaction effect. Handedness (dominant vs non-dominant, had no effect on accuracy. Post hoc pairwise comparisons
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revealed significant difference between less than 6 items versus more than 7 items layouts (p<.001) but no difference
between 4, 5, or 6 items layouts.

Examining, specifically, rotation angle, Figure 5 shows detailed input accuracy for different rotation angles, handedness
ignored as not significant. With all menu layouts under 6 items, the participants could acquire the target accurately at
any angle. With menu layout with 11 items, although overall accuracy was low, participants still could acquire targets
at 90, 120 and 150 degrees with high accuracy.

Fig. 4. Input accuracy of different number of items in the menu for no-visual-feedback task. Error bars are 95% CI.

5.5 Task Completion Time

Figure 6 shows task completion time for each menu layout. A repeated measures ANOVA showed significant effect of
menu layout (𝐹5,40 = 24.8, p<.001) but no effect of handedness was found. A post hoc pairwise test revealed significant
difference between 5 items layout and 7 or more items layouts (p<0.05), as well as between 6 items layout and 9 or 11
items layouts (p<0.05). We note that no visual feedback did increase task completion time. For 4 to 6 item layouts, this
increase was approximately 200ms.

5.6 Synthesis

To support proprioceptive targeting, our goal is for users to be able to target reliably without visual feedback or, even in
the presence of visual feedback, without needing to visually attend to the target. This goal is consistent with other
rehearsal-based interfaces such as marking menus and FastTap. Analysis of our data indicates that users can accurately
target up to six items, with items placed at -20 degrees, 0 degrees, 30 degrees, 60 degrees, 90 degrees, and 150 degrees.
On further analysis of our data for 11 items, we also noted highly accurate discrimination between targets at 90 degrees,
120 degrees, and 150 degrees. However, examining Figure 5, the same is clearly not true for angle less than 0 degrees;
the introduction of a target at -12.5 degrees significantly impacted accuracy at -25 degrees and 0 degrees. We conducted
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Fig. 5. Input accuracy of different rotation angle for no-visual-feedback task.

Fig. 6. Task completion time of different number of items in the menu. Error bars are 95% CI.

an additional pilot study using seven items (targets centred at -20, 0, 30, 60, 90, 120, and 150 degrees) regardless of
handedness, and observed consistently high accuracy. This yielded an initial design recommendation of seven targets
per level for both dominant and non-dominant hands.

11



CHI ’21, May 08–13, 2021, Yokohama, Japan Anon.

Fig. 7. The control interfaces for Study 2. Left is the wall placement palette menu and right is the hand placement palette menu.
VRLin conditions are shown in Figure

6 STUDY 2

The previous study shows that users can select 7 items both quickly and accurately for both hands. To explore the
performance of VRlin menu in comparison to other VR-based command selection mechanisms, we conducted a second
study.

In this section we report the results of a design review assessing our technique against two competing, contemporary
command selection techniques that have been used in VR 2. Our design review captures both quantitative and qualitative
data but, because of the limited sample size, descriptive values and qualitative assessments are stressed in this section.

6.1 Study Design

6.1.1 Participants and Apparatus. Six participants aged between 19 to 40 participated in our study. All were owners of
Oculus headsets. Two participants (P1 and P4) had significant VR experience. Other participants, while familiar with
VR, had less experience.

This study was conducted remotely. The study was run on the Oculus Rift S with the Unity game engine run on
participants’ personal computers with Windows 10 operating system in their home VR environment.

6.1.2 Application. For this study, we designed a VR painting application and constructed four variants of the painting
application’s interface: There were two traditional palette menu layouts as shown in Figure 7. They shared similar
layouts. Figure 7 left is a wall placement palette menu which is popular for current VR applications [2]. Figure 7
right is a hand placement palette menu which is similar to VR drawing or modeling applications[3, 4]. Uni-manual
and a bi-manual VRLin variants were also implemented to contrast the bi-manual command selection strategy. The
uni-manual variant incorporates one-hand-sequential selection as follows: users press and release with the DH to select
the first level item, then do the same to select the second level item. Users do not alternate hands during command
selection, as in Figure . We label these command conditions W-Pal, H-Pal U-VRLin, VRLin for Wall-Palette, Hand-Palette,
Unimanual-VRLin and Bimanual-VRLin respectively.

2While our initial plan was for a quantitative study, our institution suspended all human subjects experiments that required direct contact with participants.
As a result, we conducted a remote study with owners of personal VR set-ups. We characterize this as a design review due to the nature of the participant
group, the lack of controlled environment, and the non-consistent computer hardware used.
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To encourage rehearsal-based learning, we incorporated a delay of 250ms in menu appearance in both VRLin
conditions. We acknowledge that the presence or absence of delay and the length of delay is debatable [17, 26] in
desktop interfaces. However, given the processing required for 3D scene rendering and the immersion that we attempt
to preserve in virtual environments, we incorporate a common value for delayed menu drawn from the Maya desktop
application (250ms) as it may speed UI rendering and may reduce visual disruption of the 3D scene. Delay was only
present in the VRLin and U-VRLin conditions. In other conditions, because visual targeting was essential, no delay was
included in menu appearance.

Our hierarchical command structure leveraged the 7-item limit identified in the first experiment. There were 7 items
on the first level and 7 * 7 items on the second level with icons and names. To facilitate transitions to expert use (i.e.
non-visual feedback), only 4 items were random selected out of 7 * 7 items in total for participants to choose during a
prompted study.

The system logged all user actions, including time from prompt to selection and selection errors. This data was
stored in a file within the application directory.

6.1.3 Study Procedure. The study was conducted using video conferencing software of the participants’ choice.
Participants were recruited via email and provided with consent documents prior to participation. At a mutually
convenient time, participants joined a video call, were greeted, and the purpose of the study was explained to them.
Participants were informed that participation in the study indicated implied consent for their data to be used in
publications related to this work, that they could cease participation at any time, and that no data would be transmitted
from their computer automatically, i.e. that experimental data was stored locally and that, if they agreed, then they
could copy and transmit to us their logged data after the experiment was complete.

After participants were comfortable with their rights, the experiment started. Participants obtained an executable
version of the software, unpacked it into a specified directory, and tested its functionality. Participants were then given
instructions on each menu technique before they began an individual condition. They were asked to select 5 items as
practice to develop experience with the technique.

The experiment was a four-condition within-subjects experiment with command condition (W-Pal, H-Pal, U-VRLin,
VRLin) as the independent variable. Order of presentation of condition was counter-balanced across participants using
a perfect Latin Square.

Within each condition, participants performed 24 blocks. Within each block, participants selected four different
menu items in random order (the same four items, but ordered differently/randomly for each block), i.e. four trials per
block. For each trial (selection), a stimulus icon and text appeared in the air in front of the participant. The participant
would select the corresponding item from the menu, and then draw a stroke through a ball positioned in front of the
participant to complete the trial (see accompanying video). If the participant began and completed their rotation in less
than 250ms, no menu was shown; otherwise a menu appeared.

We note that, during interaction with H-Pal and W-Pal, the hand and wall palettes remained visible and the pointer
could remain on the palette. We acknowledge that this unfairly advantages both H-Pal and W-Pal. However, it is also
the case that forcing a user to target elsewhere in the environment and then re-invoke, re-visually acquire, and perform
distant targeting could also be designed to unfairly disadvantage H-Pal and W-Pal. As a result, our experiment does not
test specific additional advantages of rotational menu access (e.g. the lack of need to visually locate the menu in space
before targeting, the lack of need to perform Fitts’s style targeting) nor additional advantages of proprioceptive/eyes-free
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command access (i.e. the lack of need to display a menu in space). These are a priori advantages of VRLin, which we felt
no need to assess in a design review.

After the experiment, participants were asked to copy and forward data from the application log file to us via the
chat window in video conferencing software. Participants then participated in a semi-structured interview garnering
their opinions and comments on the four command layouts.

6.2 Results

In this section, we present both quantitative and qualitative assessments from participants.

6.2.1 Quantitative (Log) Data. Figure 8 shows the time from prompt to selection for participants across conditions.
Recall that, because participants could remain on the command selection palette, i.e. they did not need to target the
command palettes, simply target within the command palettes, these times should be considered better than best case

estimates for H-Pal and W-Pal’s temporal performance. We also note that we report total time, including the delay
time for menu invocation with both bi-manual and uni-manual VRLin techniques. We recognize that this decision (to
penalize VRLin’s menu mode, or “unpracticed” performance) is controversial; as noted by Lewis [26], for fair comparison
of unpracticed performance during initial trials, it would be more appropriate to subtract this delay. However, it is
relatively easy to perform this subtraction analytically and note that, based on descriptive statistics and in the absence

of delay unimanual VRLin (U-VRLin) initially outperforms other techniques (when averaged across participants) and
bi-manual VRLin performs on-par with wall palette (W-Pal) and under-performs hand palette (H-Pal). Furthermore,
based upon Figure 8, H-Pal achieves optimal performance earlier, while other techniques appear to continue to improve
in terms of completion time throughout the study.

Looking specifically at Figure 8, all times including delay for VRLin variants, we note uni-manual and bi-manual
VRLin appear to perform on-par with wall palettes. While this neglects pointing and visual time to acquire the relative
position of targets within the wall palette, we would argue that it shows that, once within the command invocation
system, VRLin’s variants appear approximately on-par with Wall-based Palette command invocation, i.e. with Palettes
displayed in physical space on a plane in front of the user. Hand palette outperforms other techniques specifically
for command access (neglecting time required to point to the command palette); however, hand palette techniques
would require additional Fitts’s Law targeting times because they are placed on the non-dominant hand, i.e. they cannot
be conveniently placed directly in front of where the controller is pointing, so the user would need to move a ray to
acquire the hand palette. In all cases, differences are small once the palette/command invocation mechanism is acquired.
Furthermore, because VRLin does not require spatial targeting (menus can simply appear in front of controllers) and
because it can be performed eyes-free (without disruption to the virtual world), there are significant, unassessed
advantages of VRLin.

Considering eyes-free input, i.e. the elimination of visual disruption, one question we posed was whether VRLin had
achieved fully practiced performance during the study, or whether participants were still optimizing their behaviors. We
note that participants had approximately 10 minutes to interact with the VRLin conditions, so it would be unsurprising
if they did not receive practiced performance, i.e. consistent use of the autonomous mode (Auto-Mode).

Our log files confirm that, while participants begin to use Auto-Mode on the first menu level, on the second menu
level the use of Auto-Mode remains relatively infrequent (see Figure 9). Participants used Auto-Mode approximately
40% of the time in the first level, and less than 10% of the time in the second level in the uni-manual variant, and, in
VRLin’s bi-manual variant, the use of Auto-Mode was approximately half that rate. As a result, participants have the
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Fig. 8. Task Time per block (from prompt to select) for each technique.

potential to continue to improve in their temporal performance compared to other techniques. While a theoretical
performance gain of 375ms and 450ms is possible, we note that it is rare for users to achieve practiced performance in
every command item. However, because command use typically follows a zipfian distribution [10], it is highly likely
that participants can achieve improved overall performance, and, in particular, improved performance on frequently
accessed commands. The question then becomes whether a small cost in command access (versus H-Pal) is worth the
overall benefit of eyes-free command access for more practiced (i.e. presumably more frequently used) commands.

Finally, we administered the NASA TLX [1] to participants and present component scores (20-point scale) in Figure
10. While, on average, visual inspection reveals that, qualitatively, VRLin performance is on-par with wall palette
techniques and underperforms hand palette, differences are relatively small between uni-manual VRLin and other
techniques. We note the bi-manual VRLin underperformed all other techniques, including uni-manual VRLin, across all
components, undoubtedly due to the additional cognitive cost associated with bi-manual coordination.

6.2.2 Qualitative Assessments. Over our six participants, in terms of preference, three preferred VRLin. The other
three preferred one or both variants of the palette menu. However, one additional participant, P6, noted that, if given
additional time to learn, this participant’s preference would switch to the rotational menu, VRLin. The wall palette,
being more familiar, is easier to interact with initially. For the three participants who preferred VRLin, two perferred the
uni-manual variant. Overall, contrasting uni-manual and bi-manual variants of VRLin, participants were equally split.
In particular, participants found they could achieve higher performance during the study with the uni-manual variant,
but there was also an impression that, with additional practice, the bi-manual variant had potential to significantly
increase in terms of performance.
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(a) (b)

Fig. 9. Auto-Mode Use for first (a) and second (b) menu levels.

Fig. 10. NASA TLX Component Scores for each technique.

In terms of number of items, all participants found that the number was appropriate for accurate targeting, though
one participant did note that having one or two fewer items per level might further speed performance for that level,
but at the cost of deeper menus if a large command set is needed. The trade-off between breadth and depth in terms of
time and learning is one that could be explored with a significantly larger-scale, in laboratory experimental study.

Finally, one participant noted that many controllers are capable of haptic feedback, and this could be leveraged to
significantly improve the speed and accuracy of rotational menus, particularly for eyes-free input. While we considered
leveraging haptic feedback, in this study we chose not to as we felt that haptics would introduce an advantage to VRLin,
an advantage that could not be replicated in palette menus.
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7 DISCUSSION AND CONCLUSION

Our first study in this paper explore users’ ability to target using eyes-free wrist rotation via a two-phase study where
participants learn with feedback and then attempt eyes-free the careful selection of angular targets using wrist rotation.
Our results argue for a seven target design for both dominant and non-dominant hands with targets centred at -20, 0,
30, 60, 90, 120, and 150 degrees. This represents a follow-on contribution to the work of Crossan et al. [11] on angular
selection of targets using wrist rotation.

Our second study shows that VRLin’s performance is on par with Wall palette and Hand Palette for command
selection, especially in menu mode during unpracticed use. However, it is important to note that these performance
values are also an underestimate of the performance of VRLin. To understand why our results significantly understate the
performance of VRLin, note that we specifically neglect the time required to move to and then target the Hand Palette,
and we also eliminate the need to visually acquire the wall palette. As well, wall palettes must either positioned at the
location of the current controller ray (blocking content behind it) or to the side but then targeted with the controller.
These are additional costs of palette-based selection that are eliminated by VRLin. Given that these advantages to VRLin
exist vacuously, we felt a better focus would be on measuring the selection complexity of VRLin compared to hand and
wall palette once these menus were acquired.

In summary, this paper describes VRLin, a sequential, rotational menu for eyes-free, proprioceptive HMD command
access. Through a pilot study and an initial design study, we find that participants can accurately target up to seven
items using only proprioception with both dominant and non-dominant hands, and provide guidance for angular
placement of these items. Through a second design review study, we demonstrate that VRLin represents a promising
mechanism to support eyes-free, proprioceptive command selection in immersive virtual environments.
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